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Abstract—Attribute-based Encryption (ABE) is regarded as a promising cryptographic conducting tool to guarantee data owners’ direct control over their data in public cloud storage. The earlier ABE schemes involve only one authority to maintain the whole attribute set, which can bring a single-point bottleneck on both security and performance. Subsequently, some multi-authority schemes are proposed, in which multiple authorities separately maintain disjoint attribute subsets. However, the single-point bottleneck problem remains unsolved. In this paper, from another perspective, we conduct a threshold multi-authority CP-ABE access control scheme for public cloud storage, named TMACS, in which multiple authorities jointly manage a uniform attribute set. In TMACS, taking advantage of \((t, n)\) threshold secret sharing, the master key can be shared among multiple authorities, and a legal user can generate his/her secret key by interacting with any \(t\) authorities. Security and performance analysis results show that TMACS is not only verifiable secure when less than \(t\) authorities are compromised, but also robust when no less than \(t\) authorities are alive in the system. Furthermore, by efficiently combining the traditional multi-authority scheme with TMACS, we construct a hybrid one, which satisfies the scenario of attributes coming from different authorities as well as achieving security and system-level robustness.
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1 INTRODUCTION

To satisfy requirements of data storage and high performance computation, cloud computing has drawn extensive attentions from both academic and industry. Cloud storage is an important service of cloud computing [1], which provides services for data owners to outsource data to store in cloud via Internet.

Despite many advantages of cloud storage, there still remain various challenging obstacles, among which, privacy and security of users’ data have become major issues, especially in public cloud storage [2], [3]. Traditionally, a data owner stores his/her data in trusted servers, which are generally controlled by a fully trusted administrator. However, in public cloud storage systems, the cloud is usually maintained and managed by a semi-trusted third party (the cloud provider). Data is no longer in data owner’s trusted domains and the data owner cannot trust on the cloud server to conduct secure data access control. Therefore, the secure access control problem has become a critical challenging issue in public cloud storage, in which traditional security technologies cannot be directly applied.

Attribute-based Encryption (ABE) [4], [5], [6] is regarded as one of the most suitable schemes to conduct data access control in public clouds for it can guarantee data owners’ direct control over their data and provide a fine-grained access control service. Till now, there are many ABE schemes proposed, which can be divided into two categories: Key-Policy Attribute-based Encryption (KP-ABE), such as [7], [8], and Ciphertext-Policy Attribute-based Encryption (CP-ABE), such as [9], [10], [11], [12]. In KP-ABE schemes, decrypt keys are associated with access structures while ciphertexts are only labeled with special attribute sets. On the contrary, in CP-ABE schemes, data owners can define an access policy for each file based on users’ attributes, which can guarantee owners’ more direct control over their data. Therefore, compared with KP-ABE, CP-ABE is a preferred choice for designing access control for public cloud storage.

In most existing CP-ABE schemes [9], [10], [11], [12], there is only one authority responsible for attribute management and key distribution. This only-one-authority scenario can bring a single-point bottleneck on both security and performance. Once the authority is compromised, an adversary can easily obtain the only-one-authority’s master key, then he/she can generate private keys of any attribute subset to decrypt the specific encrypted data. Moreover, once the only-one-authority is crashed, the system completely cannot work well. Therefore, these CP-ABE schemes are still far from being widely used for access control in public cloud storage. Although some multi-authority CP-ABE schemes [13], [14], [15] have been proposed, they still cannot deal with the problem of single-point bottleneck on both security and performance mentioned above. In these multi-authority CP-ABE schemes, the whole attribute set is divided into multiple disjoint subsets and each attribute subset is still maintained by only one authority. Although the adversary cannot gain private keys of all attributes if he/she hasn’t compromised all authorities, compromising one or more authorities would make the adversary have more privileges than he/she should have. Moreover, the adversary can obtain private keys of specific attributes by compromising specific one or more authorities. In addition, the single-point bottleneck on performance is not yet solved in these multi-authority CP-ABE schemes. Crash or offline of a specific authority will make that private keys of all attributes in attribute subset maintained by this authority cannot be generated and distributed, which will still influence the
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whole system’s effective operation.

In this paper, we propose a robust and verifiable threshold multi-authority CP-ABE access control scheme, named TMACS, to deal with the single-point bottleneck on both security and performance in most existing schemes. In TMACS, multiple authorities jointly manage the whole attribute set but no one has full control of any specific attribute. Since in CP-ABE schemes, there is always a secret key used to generate attribute private keys, we introduce $(t,n)$ threshold secret sharing into our scheme to share the secret key among authorities. In TMACS, we redefine the secret key in the traditional CP-ABE schemes as master key. The introduction of $(t,n)$ threshold secret sharing guarantees that the master key cannot be obtained by any authority alone. TMACS is not only verifiable secure when less than $t$ authorities are compromised, but also robust when no less than $t$ authorities are alive in the system. To the best of our knowledge, this paper is the first try to address the single-point bottleneck on both security and performance in CP-ABE access control schemes in public cloud storage.

Main contributions of this work can be summarized as follows:

- In existing access control systems for public cloud storage, there brings a single-point bottleneck on both security and performance against the single authority for any specific attribute. To the best of our knowledge, we are the first to design a multi-authority access control architecture to deal with the problem.
- By introducing the combining of $(t,n)$ threshold secret sharing and multi-authority CP-ABE scheme, we propose and realize a robust and verifiable multi-authority access control system in public cloud storage, in which multiple authorities jointly manage a uniform attribute set.
- Furthermore, by efficiently combining the traditional multi-authority scheme with ours, we construct a hybrid one, which can satisfy the scenario of attributes coming from different authorities as well as achieving security and system-level robustness.

The rest of this paper is organized as follows. In Section 2, technical preliminaries are presented. Following the definitions of system model and security model in Section 3, we give our proposed multi-authority CP-ABE and relative access control scheme for public cloud storage in detail in Section 4. In Section 5, we analyze our proposed scheme in terms of security and performance. In Section 6, we briefly introduce the construction of a hybrid multi-authority system. We give some related work about ABE and some existing multi-authority extension schemes in cloud storage in Section 7. Finally, the conclusion is given in Section 8.

2 Preliminary

In this section, we first give a brief review of background information on bilinear maps and the security assumption defined on it, then we briefly describe $(t,n)$ threshold secret sharing introduced in TMACS.

2.1 Bilinear Maps

Let $G$, $G_T$ be two multiplicative cyclic groups with the same prime order $p$ and $g$ be a generator of $G$. A bilinear map $e : G \times G \rightarrow G_T$ defined on $G$ has the following three properties:

- **Bilinearity**: $\forall a, b \in \mathbb{Z}_p$ and $g_1, g_2 \in G$, we have $e(g_1^a, g_2^b) = e(g_1, g_2)^{ab}$.
- **Non-degeneracy**: There exists $g_1, g_2 \in G$ such that $e(g_1, g_2) \neq 1$, which means the map does not send all pairs in $G \times G$ to the identity in $G_T$.
- **Computability**: There is an efficient algorithm to compute $e(g_1, g_2)$ for all $g_1, g_2 \in G$.

**Definition 1.** Decisional q-parallel Bilinear Diffie-Hellman Exponent Assumption (decisional q-BDHE): The decisional q-BDHE problem is that, in a group $G$ of prime order $p$, give $a, s, b_1, b_2, \ldots, b_q \in \mathbb{Z}_p$, if an adversary is given:

$$y = (g, g^a, g^a, \ldots, g^{a^q}), g^{a^{q+1}}, \ldots, g^{a^{q+q}}$$

$$\forall 1 \leq j \leq q, g^{s b_j}, g^{s b_j}, \ldots, g^{s b_j b_j}, g^{s b_j b_j}, g^{s b_j b_j}, \ldots, g^{s b_j b_j}$$

it must remain hard to distinguish $e(g, g)^{a^{q+1} s} \in G_T$ from a random element $R \in G_T$.

An algorithm $B$ that outputs $z \in \{0,1\}$ has advantage $\xi$ in solving decisional q-BDHE in $G$ if

$$|Pr[B(y, T = e(g, g)^{a^{q+1} s}) = 1] - Pr[B(y, T = R) = 1]| \geq \xi.$$ 

We say that the decisional q-BDHE assumption holds in $G$ if no polynomial-time algorithm has a non-negligible advantage in solving the decisional q-BDHE problem.

2.2 $(t,n)$ Threshold Secret Sharing

Secret sharing is a technique used to share a secret among a group of participants, each of whom is allocated partial information about the secret, which is named a share of the secret. The secret can be reconstructed only when a sufficient number of partial shares are combined together. Individual shares are of no use on their own. There are several types of secret sharing schemes, among which, the most basic types are the so-called $(t, n)$ threshold schemes. After Shamir has proposed the first $(t, n)$ threshold secret sharing [17], many more practical schemes [16], [18], [19] have been proposed. In TMACS, to avoid any entity being the security bottleneck, we adopt the scheme proposed by Pedersen [16], in which there is not any trusted third party.

Here, we give a simple description of $(t, n)$ threshold secret sharing. Assume that there are $n$ participants in the system, denoted as $P = \{P_1, P_2, \ldots, P_n\}$. And we set $t (t \leq n)$ as the threshold value. Define a finite field $K = GF(q)$. Each participant's identification in public can be denoted as $x_1, x_2, \ldots, x_n \in GF(q)$, $(x_i \neq x_j$, when $i \neq j)$. Firstly, each participant $P_i$ selects a random element $S_i \in GF(q)$ as his/her sub-secret, then the master secret can be set as $S_0 = \sum_{i=1}^{n} S_i$, which cannot be known by any participant. Each participant $P_i$ separately generates a random polynomial $f_i(x)$ of degree $t - 1$ that satisfies the formula $f_i(0) = S_i$. Subsequently, for each of the other $n-1$ participants $P_j$ ($j = 1, 2, \ldots, i-1, i+1, \ldots, n$), the
participant \( P_1 \) separately calculates sub-shares: \( s_{ij} = f_i(x_j) \), and sends the sub-share \( s_{ij} \) to \( P_j \) securely. Meanwhile, \( P_i \) generates \( s_{ji} = f_j(x_i) \) for himself/herself. After receiving messages from all of the other \( n - 1 \) participants, each participant \( P_i \) obtains \( n \) sub-shares \( s_{ji}, (j = 1, 2, \ldots, n) \). Thus, \( P_i \) can calculate his/her own master share as \( s_i = \sum_{j=1}^{n} s_{ji} = \sum_{j=1}^{n} f_j(x_j) \). After that the sharing master secret \( S \) can be reconstructed by any \( t \) of the \( n \) participants. Assume that there is a function \( F(x) = \sum_{j=1}^{n} f_j(x) \). For each participant’s master share \( s_i, i = 1, 2, \ldots, n \), we can know that \( s_i = \sum_{j=1}^{n} s_{ji} = \sum_{j=1}^{n} f_j(x_j) = F(x_j) \). Therefore, \( F(x) \) can be reconstructed using the Lagrange interpolating formula by any \( t \) participants’ master shares, and the sharing master secret \( S = F(0) \) can be calculated.

### 3 System Model and Security Model

In this section, we give the definitions of the system model and the security model in robust multi-authority public cloud storage systems.

#### 3.1 System Model

In robust multi-authority public cloud storage systems, there exist five entities: a global certificate authority (CA), multiple attribute authorities (AAs), data owners (Owners), data consumers (Users), and the cloud server.

- **The certificate authority (CA)** is a global trusted entity in the system that is responsible for the construction of the system by setting up system parameters and attribute public key of each attribute in the whole attribute set. CA accepts users and AAs’ registration requests by assigning a unique uid for each legal user and a unique aid for each AA. CA also decides the parameter \( t \) about the threshold of AAs that are involved in users’ secret key generation for each time. However, CA is not involved in AAs’ master key sharing and users’ secret key generation. Therefore, for example, CA can be government organizations or enterprise departments which are responsible for the registration \([20]\)[21][22][23][24][25].

- **The attribute authorities (AAs)** focus on the task of attribute management and key generation. Besides, AAs take part of the responsibility to construct the system, and they can be the administrators or the managers of the application system. Different from other existing multi-authority CP-ABE systems, all AAs jointly manage the whole attribute set, however, any one of AAs cannot assign users’ secret keys alone for the master key is shared by all AAs. All AAs cooperate with each other to share the master key. By this means, each AA can gain a piece of master key share as its private key, then each AA sends its corresponding public key to CA to generate one of the system public keys. When it comes to generate users’ secret key, each AA only should generate its corresponding secret key independently. That is to say, no communication among AAs is needed in the phase of users’ secret key generation.

- **The data owner (Owner)** encrypts his/her file and defines access policy about who can get access to his/her data. First of all, each owner encrypts his/her data with a symmetric encryption algorithm like AES and DES. Then the owner formulates access policy over an attribute set and encrypts the symmetric key under the policy according to attribute public keys gained from CA. Here, the symmetric key is the key used in the former process of symmetric encryption. After that, the owner sends the whole encrypted data and the encrypted symmetric key to store in the cloud server. However, the owner doesn’t rely on the cloud server to conduct data access control. Data stored in the cloud server can be gained by any data consumer. Despite all this, no data consumer can gain the plaintext without the attribute set satisfying the access policy.

- **The data consumer (User)** is assigned with a global user identity uid from CA, and applies for his/her secret keys from AAs with his/her identification. The user can freely get the ciphertexts that he/she is interested in from the cloud server. He/She can decrypt the encrypted data if and only if his/her attribute set satisfies the access policy hidden inside the encrypted data.

- **The cloud server** does nothing but provide a platform for owners storing and sharing their encrypted data. The cloud server doesn’t conduct data access control for owners. The encrypted data stored in the cloud server can be downloaded freely by any data consumer.

#### 3.2 Security Assumption and Security Model

In this section, we first give the security assumption of each entity in the robust multi-authority public cloud storage systems, then we define the corresponding security model.

##### 3.2.1 Security Assumption

In multi-authority public cloud storage systems, the security assumption of the five roles is assumed as follows. The cloud server is always online and managed by the cloud provider. Usually, the cloud server and its provider is assumed “honest-but-curious”. In actually using this model, there exist different assumptions about whether the cloud server can collude with the malicious users. Thus in order to eliminate the ambiguous, in this paper, we assume that the cloud server can still collude with some malicious users to gain the content of encrypted data when it is highly beneficial. Moreover, if treating this as a relative strong security assumption, the scheme meeting the security requirements can also apply to the scenario with a relative weak security assumption that the cloud server will never collude with malicious users. CA is assumed to be trusted, but it can also be compromised by an adversary, so as to AAs. Although a user can freely get ciphertexts from the cloud server, he/she can’t decrypt the encrypted data only unless the user’s attributes satisfy the access policy hidden inside the encrypted data. Therefore, some malicious users are assumed to be dishonest and curious, who may collude with other entities except data owners(even compromising AAs) to obtain the access permission beyond their privileges. As a comparison, owners can be fully trusted.

##### 3.2.2 Security Model

Here, we introduce the universal security model in multi-authority public cloud storage systems, which can be divided into two phases. In the first phase, the malicious user
In TMACS, the overall framework of the system, described in Figure 1, is similar to DAC-MACS [20] proposed by Yang et al. The main difference is: In DAC-MACS, the whole attribute set is divided into multiple disjoint subsets and each one of the multiple authorities maintains one attribute subset. By contrast, in TMACS, multiple authorities jointly manage the whole attribute set but no one has full control of any specific attribute. In TMACS, a global certificate authority (CA) is responsible for the construction of the system, which avoids the extra overhead caused by AAs’ negotiation of system parameters. CA is also responsible for the registration of users, which avoids AAs synchronized maintaining a list of users. However, CA is not involved in AAs’ master key sharing and users’ secret key generation, which avoids CA becoming the security vulnerability and performance bottleneck.

Fig. 1: Framework and Basic Protocol Flow

The scheme structure of TMACS can also be summarised in Figure 1. In TMACS, AAs must firstly register to CA to gain the corresponding identity and certificate (aid, aid.cert). Then AAs will be involved in the construction of the system, assisting CA to finish the establishment of system parameters. CA accepts users’ registration and issues the certificate (uid, uid.cert) to each legal user. With the certificate, the user can contract with any t AAs one by one to gain his/her secret key (SK). Owners who want share their data in the cloud can gain the public key (PK) from CA. Then the owner can encrypt his/her data under predefined access policy and upload the ciphertext (CT) to the cloud server. User can freely download the ciphertexts (CT) that he/she is interested in from the cloud server. However, he/she can’t decrypt the ciphertext (CT) unless his/her attributes satisfy the access policy hidden inside the ciphertexts (CT).

One challenging issue in design of TMACS is reusing of the master key shared among multiple attribute authorities (AAs). In traditional (t, n) threshold secret sharing, once the secret is reconstructed among multiple participants, someone can actually gain its value. Similarly, in CP-ABE schemes, the only-one-authority knows the master key and uses it to generate each user’s secret key according to a

In this section, we first give an overview of TMACS, including the scheme structure and the challenging issues in the design of TMACS. In the following, we detailed describe TMACS, which mainly consists of four phases: System Initialization, Secret Key Generation, Encryption, and Decryption.

4.1 Overview of Our Scheme

To address the problem of single-point bottleneck, we introduce (t, n) threshold secret sharing, based on redundant multiple AAs, then propose a threshold multi-authority CP-ABE and the relevant access control scheme TMACS in public cloud storage.
specific attribute set. In this case, if the AA is compromised by an adversary, it will become the security vulnerability. To avoid this, by means of $(t, n)$ threshold secret sharing, the master key cannot be individually reconstructed and gained by any entity in TMACS. In TMACS, the master key $\alpha$ is implicitly reconstructed by reconstructing $g^\alpha$ and $e(g, g)^\alpha$. It is a discrete logarithm problem to calculate the master key $\alpha$ from $g^\alpha$ or $e(g, g)^\alpha$, which means that the master key $\alpha$ is actually secure. By this means, we solve the problem of reusing of the master key.

How to guarantee the flexibility of the system in users’ secret key generation is another challenging issue. In traditional $(t, n)$ threshold secret sharing, the secret can be reconstructed unless there are at least $t$ participants cooperating with each other. This means that, if just simply introducing traditional $(t, n)$ threshold secret sharing into our multi-authority CP-ABE design, the user should contact with $t$ AAs during the secret key generation for each time, and the chosen $t$ AAs also have to contact with each other to implicitly reconstruct the master key. This will bring too much communication overhead, which is not flexible for system performing.

To reduce the trivial communication overhead, in TMACS, rather than the master key, the entire secret key is reconstructed by collecting $t$ secret key shares generated by AAs. Furthermore, the reconstructed process can be done by the user rather than the specific $t$ AAs. By this means, the user can contact with the $t$ AAs one by one, which is suit for real application scenarios, enhances the flexibility of the system, avoids the extra communication overhead and synchronization issues among AAs.

### 4.2 Details of Our Data Access Control Scheme

#### 4.2.1 System Initialization

The operation of **System Initialization** is divided into three sub-processes: CASetup1, AASetup, and CASetup2. The operation of CASetup1 is mainly responsible for establishment of system parameters and accepting registration of users and AAs. AAs cooperate with each other to share the master key in AASetup, while the corresponding public key is generated by CA in CASetup2.

- **CASetup1**: The operation of CASetup1 is run by CA. Firstly, CA chooses two multiplicative cyclic groups $G$ and $G_T$ with the same prime order $p$, then defines a binary map $e : G \times G \rightarrow G_T$ on $G$. CA chooses a random $a \in Z_p$ as the master key, and then calculates the relevant public key part $g^a$. Here, the parameter $g$ is a generator of $G$. CA generates a pair of keys $(sk_{CA}, vk_{CA})$ to sign and verify, in which, $vk_{CA}$ is publicly known by each entity in the system. CA also generates public keys for each attribute $At_{ui} (i = 1, 2, \ldots, U)$: $h_1, h_2, \ldots, h_U \in G$. To distinguish each user and AA, the following two processes are described separately:

  - **User Registration**: Each user sends a registration request to CA during the phase of **System Initialization**. CA authenticates the user, then assigns an identification $uid$ to him/her. The identification $uid$ is a random element in $Z_p$. CA signs a certificate $uid$Cert with $sk_{CA}$ for the user to verify his/her identity.

  - **AA Registration**: Each AA also sends a registration request to CA during the **System Initialization**. For each legal authority, CA assigns a unique identity $aid \in Z_p$ and generates a certificate $aid$Cert.

According to the total number (marked as $n$) of AAs involved in the system, CA decides the threshold number (marked as $t$) of AAs that participate in user’s secret key generation for each time.
- **AASetup**: The operation of AASetup is run by each one of all $n$ AAs. These $n$ AAs cooperate with each other to call $(t, n)$ threshold secret sharing as follows:

  - Each AA ($AA_i, i = 1, 2, \ldots, n$) selects a random number $\alpha_i \in Z_p$ as its sub-secret, in this way, the master key $\alpha$ should’t be gained by any entity alone. Then each AA ($AA_i, i = 1, 2, \ldots, n$) separately generates a random polynomial $f_i(e)$ of degree $t - 1$ that satisfies the formula $\alpha_i = f_i(0)$. $AA_i$ calculates the sub-share $s_{ij} = f_i(ak_{ij})$ for each of the other AA ($AA_{ij}, j = 1, 2, \ldots, i - 1, i + 1, \ldots, n$), and sends the sub-share $s_{ij}$ to $AA_j$ securely. Meanwhile, $AA_i$ calculates $s_{ii} = f_i(ak_{ii})$ for itself.

  - After receiving $n - 1$ sub-shares $s_{ij} (j = 1, 2, \ldots, i - 1, i + 1, \ldots, n)$ from all of the other $n - 1$ AAs ($AA_j, j = 1, 2, \ldots, i - 1, i + 1, \ldots, n$), $AA_i$ calculates its master key share: $sk_i = \sum_{j=1}^{n} s_{ij}$, then $AA_i$ further calculates its relevant public key share: $pk_i = e(g, g)^{sk_i}$.

After finishing the operation of AASetup, each AA ($AA_i, i = 1, 2, \ldots, n$) gains a pair of keys $(sk_i, pk_i)$. Here, the public key share $pk_i$ can be shared with any other entities, including CA.

- **CASetup2**: The operation of CASetup2 is run by CA. To calculate the global public key, CA randomly chooses $t$ out of $n$ AAs’ public key shares, denoted as $pk_{ij}, i = 1, 2, \ldots, t$. Then CA calculates the global public key as follows:

$$
e(g, g)^\alpha = e(g, g)^{\sum_{i=1}^{t} s_{ki} \prod_{j \neq i} \prod_{x \neq \alpha^{-1} \alpha_i} a_{ij}^{\frac{1}{a_{ij} - a_{ij}}} - a_{ij}^{-\alpha_i}}$$

$$= \prod_{i=1}^{t} e(g, g)^{sk_i} \prod_{j \neq i} \prod_{x \neq \alpha^{-1} \alpha_i} a_{ij}^{\frac{1}{a_{ij} - a_{ij}}} = \prod_{i=1}^{t} pk_{ij} \prod_{j \neq i} \prod_{x \neq \alpha^{-1} \alpha_i} a_{ij}^{\frac{1}{a_{ij} - a_{ij}}}$$

Now, the operation of **System Initialization** is finished, and it returns the public key $PK$:

$$PK = (g, g^a, e(g, g)^{\alpha}, n, t, h_1, \ldots, h_U).$$

Meanwhile, $MK = (a, \alpha)$ implicitly exists in the system, which doesn’t need to be obtained by any entity.

#### 4.2.2 Encryption

The operation of **Encryption** is implemented by a specific data owner independently. To improve the system’s performance, the owner first chooses a random number $\kappa \in Z_p$ as the symmetric key and encrypts the plaintext message $M$ using $\kappa$ with the symmetric encryption algorithm, such as AES. The encrypted data can be denoted as $E\kappa(M)$, then the owner encrypts the symmetric key $\kappa$ using CP-ABE under an access policy defined by himself/herself. The owner first defines an easy expressed monotone boolean formula. By
following the method defined in [26], he/she can turn it to a LSSS access structure, which can be denoted as \((M, \rho)\). Let \(M\) be a square matrix of size \(t \times t\), where \(t\) is the scale of a specific attribute set and \(s\) is variable that is depend on the monotone boolean formula definition and the LSSS turning method. The function \(\rho\) maps each row of \(M\) to a specific attribute, marked as \(\rho(i) \in \{\text{Att}_1, \text{Att}_2, \ldots, \text{Att}_t\}\). A random secret parameter \(\sigma\) is chosen to encrypt the symmetric key \(\kappa\). To hide the parameter \(\sigma\), a random vector \(\vec{v} = (s, y_2, y_3, \ldots, y_k) \in \mathbb{Z}_p^k\) is selected, where \(y_2, y_3, \ldots, y_k\) are randomly chosen and used to share the parameter \(\sigma\). Each \(\lambda_i = M_i \vec{v}^\top\) is calculated for \(i = 1, 2, \ldots, t\), where \(M_i\) denotes the ith row of the matrix \(M\). The owner randomly selects \(r_1, r_2, \ldots, r_t \in \mathbb{Z}_p\) and calculates the ciphertext \(CT\) using the public keys gained from CA:

\[
CT = (C, C', S, C_i, D_i) \in \mathbb{Z}_p^t.
\]

Finally, the owner sends the encrypted data \(E_{\kappa}(M)\) encrypted by the symmetric key \(\kappa\) together with \(CT\) to the cloud server as the format in Figure 2.

<table>
<thead>
<tr>
<th>Description</th>
<th>(E_{\kappa}(M))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C, C', C_i, D_i) (i = 1, \ldots, t)</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2: Ciphertext Format

### 4.2.3 Secret Key Generation

The Secret Key Generation operation is run by one user and any \(t\) out of \(n\) AAIs. Less than \(t\) AAIs, user’s secret key cannot be generated. In this operation, there is no interaction between any two of \(t\) AAAs, so the user can select \(t\) AAAs according to his/her own preference, and then separately contact with each of these \(t\) AAAs to get the secret key share. After getting \(t\) secret key shares separately from \(t\) AAAs, the user can generate his/her secret key.

To gain the secret key share from \(AA_i\), the user \(uid_j\) first sends his/her signed request including his/her identity and his/her certificate to \(AA_i\). After receiving the request, \(AA_i\) verifies \(uid_j\)’s certificate by using CA’s public verification key \(v_{CA}^k\), then authenticates the user by verifying his/her signature over the request. If the user is an illegal one, the operation aborts. Otherwise, \(AA_i\) assigns an attribute set \(S\) to the user according to the role he/she plays in the domain and generates the secret key share for him/her. \(AA_i\) first chooses a random number \(b_i \in \mathbb{Z}_p\) and then generates the secret key share as follows:

\[
K_i = g^{\vec{v}^\top} \cdot g^{a_i \cdot b_i}, \quad L_i = g^{b_i}, \quad \forall Att_i \in S: K_{Att_i} = h_{Att_i} \cdot b_i.
\]

After collecting \(t\) secret key shares generated by \(t\) different AAAs, the user can generate his/her secret key as follows:

\[
K = \prod_{i=1}^{t} K_i^{-1} \cdot \prod_{i=1}^{t} \prod_{j \neq i}^{t} \frac{a_{id_j}}{a_{id_j} - a_{id_i}}, \quad L = \prod_{i=1}^{t} L_i^{-1} \cdot \prod_{i=1}^{t} \prod_{j \neq i}^{t} \frac{a_{id_j}}{a_{id_j} - a_{id_i}},
\]

\[
\forall Att \in S: K_{Att} = \prod_{i=1}^{t} K_{Att_i}^{-1} \cdot \prod_{i=1}^{t} \prod_{j \neq i}^{t} \frac{a_{id_j}}{a_{id_j} - a_{id_i}}.
\]

1. The assignment operation should accord the same standard by all AAAs, so the assignment result from different AAAs are consistent.

Furthermore, the formulas of the user’s secret key can be expressed as follows:

\[
K = \prod_{i=1}^{t} (g^{\vec{v}^\top} \cdot g^{a_i \cdot b_i})^{-1} \cdot \prod_{i=1}^{t} \prod_{j \neq i}^{t} \frac{a_{id_j}}{a_{id_j} - a_{id_i}}
\]

\[
= \prod_{i=1}^{t} \left( \prod_{j=1, j \neq i}^{t} \frac{a_{id_j}}{a_{id_j} - a_{id_i}} \right) \cdot \left( g^{a_i \cdot b_i} \right) \cdot \prod_{j=1, j \neq i}^{t} \frac{a_{id_j}}{a_{id_j} - a_{id_i}}
\]

\[
= \frac{\sum_{i=1}^{t} \sum_{j=1, j \neq i}^{t} \frac{a_{id_j}}{a_{id_j} - a_{id_i}}}{\sum_{j=1, j \neq i}^{t} \frac{a_{id_j}}{a_{id_j} - a_{id_i}}}
\]

\[
= g^{a \cdot a_{id_j}} \cdot \frac{\sum_{i=1}^{t} \left( b_i \cdot \prod_{j=1, j \neq i}^{t} \frac{a_{id_j}}{a_{id_j} - a_{id_i}} \right)}{\sum_{j=1, j \neq i}^{t} \frac{a_{id_j}}{a_{id_j} - a_{id_i}}}
\]

\[
L = g^{\frac{\sum_{i=1}^{t} \left( b_i \cdot \prod_{j=1, j \neq i}^{t} \frac{a_{id_j}}{a_{id_j} - a_{id_i}} \right)}{\sum_{j=1, j \neq i}^{t} \frac{a_{id_j}}{a_{id_j} - a_{id_i}}}}
\]

\[
\forall Att \in S: K_{Att} = h_{Att} \cdot \prod_{i=1}^{t} \frac{b_i \cdot \prod_{j=1, j \neq i}^{t} \frac{a_{id_j}}{a_{id_j} - a_{id_i}}}{\sum_{j=1, j \neq i}^{t} \frac{a_{id_j}}{a_{id_j} - a_{id_i}}}
\]

To simplify the formulas, a parameter \(d\) is introduced:

\[
d = \sum_{i=1}^{t} \frac{b_i \cdot \prod_{j=1, j \neq i}^{t} \frac{a_{id_j}}{a_{id_j} - a_{id_i}}}{\sum_{j=1, j \neq i}^{t} \frac{a_{id_j}}{a_{id_j} - a_{id_i}}}
\]

Therefore, the formulas of user’s secret key can be simply denoted as:

\[
K = g^{a \cdot g^{a \cdot d}}, \quad L = g^d, \quad \forall Att \in S: K_{Att} = h_{Att} \cdot g^{a \cdot d}.
\]

### 4.2.4 Decryption

The Decryption operation is run by each user. The user can freely query and download any encrypted data that he/she is interested in from the cloud server. However, he/she can’t decrypt the data unless his/her attribute set satisfies the access structure hidden inside the ciphertext. For the user \(U\), let \(M_U\) be a sub-matrix of \(M\), where each row of \(M_U\) corresponds to a specific attribute in \(U\)’s attribute set \(S_U\). Let \(I \subseteq \{1, 2, \ldots, t\}\) denote \(\{i : \rho(i) \in S_U\}\), and \(M_i\) denote the ith row of \(M\).

If the user \(U\)’s attribute set \(S_U\) satisfies the access structure \((M, \rho)\), the vector \(\vec{e} = (1, 0, \ldots, 0)\) is in the span of matrix \(M_U\), which means an appropriate parameter \(\omega_i \in \mathbb{Z}_p\) can be found to satisfy \(\vec{e} = (\omega_1, \omega_2, \ldots, \omega_I) \cdot M_U\). The parameter \(\{\omega_i\}_{i \in I}\) can further help the user to find the hidden secret parameter \(s\):

\[
s = (1, 0, \ldots, 0) \cdot (s, y_2, y_3, \ldots, y_n)^\top
\]

\[
= \vec{e} \cdot \vec{v}^\top = (\omega_1, \omega_2, \ldots, \omega_I) \cdot M_U \cdot \vec{v}^\top
\]

\[
= (\omega_1, \omega_2, \ldots, \omega_I) \cdot \vec{\lambda}_U^\top = \sum_{i \in I} \omega_i \cdot \lambda_i.
\]

Here, \(\vec{\lambda}_U\) denotes the sub-vector of \((\lambda_1, \lambda_2, \ldots, \lambda_t)\), then with the help of parameter \(\{\omega_i\}_{i \in I}\), the user computes:

\[
C_U = \prod_{i \in I} \left( e(C_i, L) \cdot e(D_i, K_{\rho(i)}) \right)^{\omega_i}
\]

\[
= \prod_{i \in I} \left( \left( g^{a_{id_j}} \cdot h_{\rho(i)} \cdot g^{a \cdot d} \right) \cdot \left( g^{\omega_i} \cdot h_{\rho(i)} \cdot g^{a \cdot d} \right)^{\omega_i} \right)
\]

\[
= \prod_{i \in I} \left( e(g, g)^{a \cdot d} \cdot e(g, g)^{a \cdot d} \right)
\]

\[
= \prod_{i \in I} e(g, g)^{a \cdot d} \cdot e(g, g)^{a \cdot d} = e(g, g)^{a \cdot d}.
\]
The user can further get the symmetric key $\kappa$ by dividing out the above value $C_U$ from $C$:

$$\kappa = C/C_U = C/e(g, g)^{\alpha s}.$$

With the computed symmetric key $\kappa$, the user can decrypt the ciphertext to get the final plaintext data $M$.

5 Security and Performance Analysis of TMACS

5.1 Security Analysis

We analyze the security properties of TMACS according to the security model defined in Section 3.

5.1.1 Security of Access Policy

To prove the security of access policy in TMACS, we use the following theorem:

**Theorem 1.** When the decisional q-BDHE assumption holds, no adversary can use a polynomial-time algorithm to selectively break TMACS with a challenge matrix of size $l^* \times n^*$, where $l^*, n^* \leq q$.

**Proof.** Suppose we have an adversary $A$ with non-negligible advantage $\epsilon = \text{Adv}_A$ in the selective security game defined in Section 3 against our construction. Moreover, suppose he/she chooses a challenge matrix $M^*$ where each of both dimensions is at most $q$. In the security game, the adversary $A$ can query any secret keys that can't be directly used for decrypting the ciphertext from the challenger. The challenger hides details of $A$ generating secret key shares and generates the integral secret key for the adversary $A$.

In this way, the security game can be treated as same as the single authority one. We can also build a simulator $B$, which plays the decisional q-BDHE problem. The detailed proof is described as follows:

- **Setup.** The simulator $B$ chooses a random number $\alpha' \in \mathbb{Z}_p$ and implicitly sets $\alpha = \alpha' + q^2 + 1$ by letting $e(g, g)^{\alpha} = e(g^a, g^b)^{\alpha'}$. Here, we describe how the simulator "programs" the group elements $h_1, \ldots, h_U$. For each $x \in [1, U]$, choose a random value $x_e$. Let $I^*$ denote the set

$$\{i : \forall x \in [1, U], \rho^*(i) = x\}.$$

The simulator programs $h_x$ as:

$$h_x = g^{x_e} \cdot \prod_{i \in I^*} g^{a(M^*_i/b_i) - g^{2M^*_i/b_i} \cdots g^{n^* - 1M^*_i/b_i}}.$$

Note that if $I^* = \emptyset$ we have $h_x = g^{x_e}$.

- **Key Query Phase I.** In this phase the simulator $B$ answers private key queries. Suppose the simulator $B$ is given a private key query for a attribute set $S$ where $S$ does not satisfy $M^*$. The simulator $B$ first chooses a random $r \in \mathbb{Z}_p$, and then finds a vector $\mathbf{\omega}^* = (\omega^*_1, \omega^*_2, \ldots, \omega^*_n) \in \mathbb{Z}_p^n$, such that $\omega^*_1 = -1$ and for all $i \in I^*$, we have $\mathbf{\omega}^* \cdot M^*_i = 0$. By the definition of a LSSSS such a vector $\mathbf{\omega}^*$ must exist. Note that if such a vector does not exist, the vector $(1, 0, 0, \ldots, 0)$ will be in the span of $S$. The simulator $B$ implicitly defines $d$ as

$$d = r + \omega^*_1 \cdot a^q + \omega^*_2 \cdot a^{q - 1} + \cdots + \omega^*_n \cdot a^{q - n^* + 1}.$$

It performs this by setting

$$L = g^r \cdot \prod_{i = 1}^{n^*} (g^{a^{q^2 + q - 1}})^{\omega^*_i} = g^d.$$

We observe that by the definition of $d$, $g^a$ contains a term of $g^{-a^q + 1}$, which will cancel out with the unknown term in $g^a$ when creating $K$. The simulator $B$ can compute $K$ as:

$$K = g^{x_e} \cdot g^{ar} \cdot \prod_{i = 2}^{n^*} (g^{aq^{2 + q - 1}})^{\omega^*_i}.$$

Now we further calculate $K_x, \forall x \in S$. First, we consider $x \in S$ for which there is no $i$ such that $\rho^*(i) = x$. We can simply set $K_x = L^x$.

The more difficult task is to create key components $K_x$ for attributes $x \in S$, where $x$ is used in the access structure. For these keys we must make sure that we can simulate all terms of the form $g^a\pm 1/b_i$ or cancel out them. Fortunately, we have that $M^*_i \cdot \mathbf{\omega}^* = 0$; therefore, all of these terms cancel.

Furthermore, let $I^*$ be the set of all $i$: $\{i : \rho^*(i) = x, \forall x \in S\}$. The simulator $B$ creates $K_x$ as follows:

$$K_x = L^{x_e} \cdot \prod_{i \in I^*} \prod_{j = 1}^{n^*} (g^{(a/b_i) - g^{2M^*_i/b_i} \cdots g^{n^* - 1M^*_i/b_i}})^{M^*_{i,j}}.$$

- **Challenge.** In this phase, we build the challenge ciphertext. The adversary $A$ gives two messages $M_0, M_1$ to the simulator $B$. The simulator $B$ flips a coin $\beta$. It creates $C = M_\beta T e(g^a, g^a)$ and $C' = g^a$. The tricky part here is to simulate the value of $C_1$ ($i = 1, 2, \ldots, n^*$) since it contains terms that we must cancel out. However, the simulator $B$ can choose the secret share, such that these can be canceled out. Intuitively, the simulator $B$ will choose random $y_2, y_3, \ldots, y_{n^*}$ and share the secret using the vector

$$\mathbf{v}^* = (s, sa + y_2, sa^2 + y_3, \ldots, sa^{n^* - 1} + y_{n^*}) \in \mathbb{Z}_p^n.$$

In addition, it chooses random values $r_1, \ldots, r_l$. For all $i \in [1, n^*]$, we define $R_i$ as the set of all $k \neq i$ such that $\rho^*(i) = \rho^*(k)$. In other words, the set of all other row indices that have the same attribute as row $i$.

The challenge ciphertext components are then generated as:

$$D_i = g^{r_i} g^{-sb_i},$$

$$C_i = h_{\rho^*(i)}^{r_i} (\prod_{j=2}^{n^*} (g^{a/b_j} y_j) \cdot (g^{h_i^a - 1})^{\omega^*_i}) \cdot \left(\prod_{k \in R_i} \prod_{j=1}^{n^*} (g^{a^{q^2 + q - 1}/b_k})^{M^*_j}\right).$$

- **Key Query Phase II.** This phase is the same as Secret Key Query Phase I.

- **Guess.** In this phase, the adversary $A$ outputs a guess $\beta'$ of $\beta$. If $\beta' = \beta$, the simulator $B$ outputs "0" to guess that $T = e(g, g)^{a^{2 + q - 1}}$; otherwise, it outputs "1" to indicate that it believes $T$ is a random number in $\mathbb{G}_T$. When $T$ is a
tupple the simulator $B$ gives a perfect simulation so that we have

$$Pr[B(\bar{y}, T = e(g, g)^{q^{t+r}})] = 0 = \frac{1}{2} + Adv\mathcal{A}.$$  

When $T$ is a random number in $\mathbb{G}_T$, the message $M_\beta$ is completely hidden from the adversary $\mathcal{A}$ and we have

$$Pr[B(\bar{y}, T = R) = 0] = \frac{1}{2}.$$  

Therefore, the simulator $B$ can play the decisional $q$-BDHE game with non-negligible advantage:

$$Pr[B(\bar{y}, T = e(g, g)^{q^{t+r}})] - Pr[B(\bar{y}, T = R) = 0] = Adv\mathcal{A}.$$  

This is against the definition 1, thus we can say that there is not an adversary that can have an non-negligible advantage in the selective security game defined in Section 3. According to the definition 2, we can conclude that our multi-authority CP-ABE scheme is secure.

5.1.2 Security Against Collusion Attack

When some malicious users collude with each other, they may share their secret keys to gain more privilege. However, they will be disappointed for the existence of the random element $d = \sum_{i=1}^{t} b_i \prod_{j=1, j \neq i}^{t} \frac{\text{nd}_{id_i}}{\text{nd}_{id_j}}$ in the secret key. Due to the existence of the random element, each component associated with the same attribute in different users’ secret keys is distinguishable. So that they can’t gain more privilege by combining their secret keys.

5.1.3 Confidentiality Guarantee

The cloud server can be seen as an adversary for it is “honest and curious”, but it doesn’t have any advantages compared with malicious users. The cloud server doesn’t participate in AAs’ master key sharing or any users’ secret key generation. All it does is only storing the ciphertext which makes no difference for it to gain the plaintext, even if it colludes with the malicious users.

5.1.4 Soundness and Completeness

As defined in Section 3.2, the malicious users (adversary) can compromise AAs to gain more privilege. On one hand, the adversary can compromise AAs to gain the master key to generate secret key for himself/herself; on the other hand, he/she can deceive AAs to generate his/her secret key shares so that he/she can reconstruct his/her secret key.

With regard to the former possible threat, we introduce the concept of soundness and completeness. In our scheme, the soundness means that the adversary can’t gain any benefit if there is only less than $t$ AAs comprised by him/her; the completeness means that as long as there are more than $t$ AAs operation normally, the system can work properly. The soundness and completeness can be guaranteed by $(t, n)$ threshold secret sharing.

In our scheme, we introduce $(t, n)$ threshold secret sharing in [16] to share the master key among multiple AAs, which uses Shamir’s $(t, n)$ threshold secret sharing [17] as a building block. Shamir’s $(t, n)$ threshold secret sharing holds the following properties in information-theoretically secure degree: (1) knowledge of any $t$ or more secret pieces makes the secret easily computable; (2) knowledge of any $t - 1$ or fewer secret pieces leaves the secret completely under-mined (in the sense that all its possible values are equally likely). Thus, based on the two properties, our scheme can guarantee that (1) any $t$ or more AAs master key shares can easily reconstruct AAs master key; (2) less than $t$ AAs master key shares can’t learn anything about the master key. In our scheme, users’ secret key can’t be generated unless the master key can be reconstructed. Thus, our scheme actually have achieved soundness and completeness.

5.1.5 Security Against Compromising AAs

Here, we give the security analysis against the attack that the adversary compromises AAs. The soundness guarantees that the adversary has to compromise no less than $t$ AAs to obtain illegal benefits. The ability of our scheme against this attack will be detailed discussed in the following subsection. The completeness guarantees that our scheme can be robust against AAs’ crash or offline. The detailed analysis will be discussed in Section 5.2.4.

Fig. 3: Probability of Security Against AA Compromise

To have an intuitive understanding for the security of TMACS against this attack, we draw the probability map in Figure 3, which shows the probability of system security versus the number of AAs $n$ and the probability $\varepsilon$. From the figure, we can see that for any number of authorities, we can increase the value of $t$ to make TMACS secure against the above attack as a high probability. But we can also notice that the overlarge value of $t$ will only bring extra overhead.
rather than increase the security effectively. For example, the system can be secure with probability close to 1, when we set the value of $t$ only equal to 5 rather than a larger value in a system with 10 authorities, even the adversary can device the authority as a high probability 0.2. We can say, TMACS can be secure against the above attack with an appropriate threshold value $t$.

5.2 Performance Analysis

This section numerically evaluates the performance of TMACS in terms of storage, communication, and computation overhead. At the same time, we give a detailed analysis about how we can achieve system robustness to deal with authority crash or offline.

For a better understanding, we conduct performance analysis between TMACS and Waters’s scheme [10]. Both schemes are based on the same security assumption decisional q-BDHE assumption and support the same LSSS access structure. Besides, TMACS and existing multi-authority CP-ABE schemes are based on different system models, so that there is no comparable between them. Thus we choose Waters’s scheme to conduct the performance analysis.

To conduct performance analysis, we have the following definitions: Let $|p|$ be the size of element in the groups with prime order $p$. Let $n$ be the number of AAs and $t$ be the threshold value. Let $U$ be the total number of attributes. Let $N_u$ be the number of users in the system and $N_o$ be the number of owners. Let $N_{uid}$ denote the average number of attributes owned by user $uid$.

5.2.1 Storage Overhead

Storage overhead on CA, each AA, user, and owner of Waters’s scheme and TMACS is shown in TABLE 1.

<table>
<thead>
<tr>
<th>Entity</th>
<th>TMACS</th>
<th>Waters’s Scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA</td>
<td>$(2U + 2N_u + n + 10)</td>
<td>p</td>
</tr>
<tr>
<td>AA</td>
<td>$(6 + 2U)</td>
<td>p</td>
</tr>
<tr>
<td>Owner</td>
<td>$(2U + 4)</td>
<td>p</td>
</tr>
<tr>
<td>User</td>
<td>$(5 + 2N_{uid})</td>
<td>p</td>
</tr>
</tbody>
</table>

In Waters’s scheme, there is not CA. But the authority (AA) in their scheme bears the same responsibility as CA in TMACS. Comparing the storage overhead on CA in TMACS with that on AA in Waters’s scheme, there is no much difference except $n$ AAs’ aid stored on CA in TMACS. To relieve communication pressure on CA, the public keys are backed up in AAs and owners. The main storage overhead on each AA in TMACS is the backup of the public keys. On owners and users, there is no much difference about storage overhead between TMACS and Waters’s scheme. The analysis above shows that no additional storage overhead is introduced in TMACS but the backup of attributes on AAs and the $n$ aid on CA.

5.2.2 Communication Overhead

TABLE 2 shows comparison result about communication overhead on CA, each AA, owner, and user of TMACS and Waters’s scheme. It’s clear that the communication overhead of TMACS is larger than Waters’s scheme, which can be anticipated for the introduction of AAs. However, most communication overhead is only needed in the process of construction of the system. After the system is constructed, the main communication overhead is only users’ secret key generation. We can see that, compared with Waters’s scheme, there is no much communication overhead addition on each entity except user in TMACS. But the additional communication overhead on user cannot be avoid for the introduction of the multiple authorities, which is no different between TMACS and existing multi-authority schemes.

5.2.3 Computation Overhead

Here, we give a simple analysis about the additional computation overhead introduced by the $n$ AAs. The introduction of the $n$ AAs mainly increases users’ computation overhead during the process of users’ secret key generation, while there is no difference about the computation overhead on encryption and decryption compared with Waters’s scheme. Users must calculate the integral secret key from the $t$ secret key shares generated by AAs, which makes it inevitable for the increase of the computation overhead.

5.2.4 Robustness

As we have defined in Section 5.1.4, the completeness guarantee that our scheme can work properly with no less than $t$ AAs. That means, the crash or offline of no more than $n - t$ AAs doesn’t do harm to the normal operation of the system. In the following, we analyze the robustness of TMACS from the point of probability.

Let $\eta$ denote the probability of a single AA crash or offline. The probability of system normal operation is $1 - \eta$ in the single authority scheme. In TMACS, the system can operate normally as long as there are $t$ AAs in good condition. So the probability of system normal operation in TMACS is:

$$1 - \sum_{i=0}^{t-1} \binom{t}{i} (1 - \eta)^i \eta^{n-i}.$$
In Figure 4, we draw the probability map versus the number of AAs \( n \) and the threshold value \( t \). From the figure, we can see that TMACS can be robust against authorities crashing or offline because of existence of redundant authorities. For example, even if the authority is crashed or offline as a probability of 50\%, we can still set an appropriate proportion, like \( t = 10, n = 30 \), to make TMACS work properly. By the way, a larger \( n \), like 40, has no use for system robustness, but only increases system overhead.

Combining the security analysis against compromising AAs with the performance analysis, we can find that the choice of \( t \) is a trade-off between security and robustness. But from the analysis, we can be sure that the appropriate value of \((t, n)\) can still be found easily. For example, we can set the whole number of authorities as 15 and the value of \( t \) as 5. In this way, even the adversary can compromise authorities as a probability of 0.2, and the authorities may be crashed or offline as a high probability of 50\%, the system can still achieve both security and robustness as a high probability.

Restriction. From the performance analysis, while enhancing robustness and security, the introduced redundancy among AAs will increase the overhead of computing, communication and storage. Thus, the efficiency seems as the main restriction of our scheme. However, compared with the benefit gained from the aspect of secrecy and robustness, the extra overhead is not very high, which is worthy and can be ignored.

6 The Enhanced Scheme

Usually two different multi-authority scenarios both exist in the real complex environment, where attributes come from different authority-sets and multiple authorities in an authority-set jointly maintain a subset of the whole attribute set. To satisfy this hybrid scenario, we conduct a hybrid multi-authority access control scheme, by combining the traditional multi-authority scheme [14] with our proposed TMACS. In the enhanced scheme, the whole attribute set is divided into disjoint subsets to be maintained by different authority-sets. Each attribute subset is managed by \( n \) AAs in the same authority-set jointly. The attribute management model is shown in Figure 5. This model has both advantages: On one hand, it satisfies the scenario of attributes from different AAs; on the other hand, it can achieve security and system-level robustness.

We first assume the threshold and the total number of AAs are equal in different authority-sets, which is not necessary just because of easy description. Now, we give a brief introduction of our enhanced scheme to meet this model.

- **Global Setup**: The global public parameters are published publicly, which include a bilinear group \( G \) of prime order \( p \), a generator \( g \) of \( G \), and a function \( H \) mapping user’s global identity \( uid \) to one element of \( G \).

<table>
<thead>
<tr>
<th>Process</th>
<th>CA</th>
<th>Setup</th>
<th>AA</th>
<th>Owner</th>
<th>User</th>
<th>Key Generation</th>
</tr>
</thead>
<tbody>
<tr>
<td>TMACS</td>
<td>((10n + 4N_o + 2U/ N_o + 4N_o + 2nU)j</td>
<td>p</td>
<td>((2n + 2l + 8)j</td>
<td>p) (each AA)</td>
<td>((2l + 4)j</td>
<td>p)</td>
</tr>
<tr>
<td>Waters’ scheme</td>
<td>0</td>
<td>((2N_o + 2U/ N_o + 4N_o)j</td>
<td>p</td>
<td>((2l + 4)j</td>
<td>p)</td>
<td>((4 + 2N_uid)j</td>
</tr>
</tbody>
</table>

7 Related Work

How to provide a fine-grained access control is a critical challenging issue in public cloud storage system [2], [3], while the access control can be easily and efficiently achieved...
in private cloud [2], [27]. For ABE is one of the most suitable schemes, Yu et al. [28] have introduced KP-ABE [7] into public cloud storage to conduct fine-grained data access control. After that, more data access control schemes based on single-authority ABE, such as [24], [29], [30], have been proposed. However, in a real complex scenario, it seems impossible to find only-one-authority to manage all attributes, a user usually holds attributes issued by multiple authorities. How to make ABE satisfy the scenario where attributes come from multiple authorities has been proposed as an open problem by Sahai and Waters in [4]. Based on the basic ABE [4] scheme, Chase has proposed the first multi-authority ABE scheme [13], in which a global certification authority (CA) is introduced. However, in this scheme, CA may become security vulnerability and performance bottleneck of the system. Besides, the access structure is not flexible enough to satisfy complex environments. Subsequently, much effort has been made to deal with the disadvantages in the early schemes. Among them, some multi-authority ABE schemes without CA have been proposed, such as [14], [15], [31]. In [32], Li et al. have conducted a multi-authority KP-ABE data access control scheme for securing personal health records in public cloud storage.

Since the first construction of CP-ABE [9], many works [33], [34], [35], [36], have been proposed for more expressive, flexible and practical versions of this technique. Based on CP-ABE, Lewko and Waters [14] have proposed a none-CA multi-authority scheme, in which there is no global coordination other than the creation of an initial set of common reference parameters. Subsequently, some more practical multi-authority CP-ABE schemes for data access control in public cloud storage have been successively proposed, such as [20], [21], [22], [23], [25]. In Yang et al.’s scheme [20], [22], [23], there is still a global CA, which is only responsible for the construction initialization of the system rather than generating users’ secret keys, so it can avoid CA becoming a security vulnerability of the system. To get rid of CA, Ruj et al. [21] have introduced Lewko and Waters’s scheme [14] to conduct a distributed access control in public clouds.

In these multi-authority access control schemes, the whole attribute set is divided into multiple disjoint subsets and maintained by multiple authorities, but each attribute subset is still maintained by only one authority, which makes the problem of single-point bottleneck on both security and performance still exist in the system. As far as we know, in existing single-authority and multi-authority ABE schemes, no one has paid special attention to this problem. Although Jung et al. [25] have noted that the compromised authorities may harm the security of the system, since they are able to issue valid attribute keys for which they are in charge of, they have not proposed an appropriate solution. Instead, they rely on the assumption that the probability of compromising an authority is very low.

8 Conclusion

In this paper, we propose a new threshold multi-authority CP-ABE access control scheme, named TMACS, in public cloud storage, in which all AAs jointly manage the whole attribute set and share the master key $\alpha$. Taking advantage of $(t, n)$ threshold secret sharing, by interacting with any $t$ AAs, a legal user can generate his/her secret key. Thus, TMACS avoids any one AA being a single-point bottleneck on both security and performance. The analysis results show that our access control scheme is robust and secure. We can easily find appropriate values of $(t, n)$ to make TMACS not only secure when less than $t$ authorities are compromised, but also robust when no less than $t$ authorities are alive in the system. Furthermore, based on efficiently combining the traditional multi-authority scheme with TMACS, we also construct a hybrid scheme that is more suitable for the real scenario, in which attributes come from different authority-sets and multiple authorities in an authority-set jointly maintain a subset of the whole attribute set. This enhanced scheme addresses not only attributes coming from different authorities but also security and system-level robustness. How to reasonably select the values of $(t, n)$ in theory and design optimized interaction protocols will be addressed in our future work.
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